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Introduction

I Current focus: Inflectional morphology
I High token frequency, all languages use grammatical information it

conveys, and it encodes information that is useful to NLP tasks, for
example:

Nominal Case Often correlates with semantic roles
Switch-Reference Overtly marks cross-clausal NP co-reference
Evidentiality Encodes speaker’s source of information

I Developed a universal morphological feature schema to capture the
most basic, fine-grained distinctions made by inflectional morphology
across (a large sample of) the world’s languages.

I Cross-linguistic validity of features allows schema to function as an
‘interlingua’ for inflectional morphology, facilitating direct
meaning-to-meaning translation.

Yarowsky, Sylak-Glassman, Kirov (JHU) Universal Feature Schema and Cross-Lingual Projection Sep. 2, 2015 1 / 19



Universal Morphological Feature Schema: Overview

I Contains 23 dimensions of meaning : Morphological categories
(e.g. tense, number, case) which contain features that mark
distinctions within a common semantic space.

I Over 212 features: Represent the most fine-grained distinctions in
meaning within each dimension that are conveyed by inflectional
morphology in any language.

I Schema allows detailed specification of meaning of inflected words,
e.g. Spanish hablarás ‘you will speak’ as:

speak;v;fin;ind;pos;decl;act;fut;2;sg;infm

(= speak; verb; finite; indicative; positive; declarative;
active; future; 2nd person; singular; informal)
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Universal Schema: Construction Methodology

I Surveyed linguistic typology literature to ensure very broad coverage
of cross-linguistic diversity, especially low-resource languages.

I Dimensions of meaning
I Identified types of cross-part-of-speech agreement, then searched for

dimensions typically expressed on only a single part-of-speech.

I Features
I Guiding principle: Features should represent irreducible, “atomic” units

of meaning.
I Allows complex features to be constructed additively, reducing total

number of features.
I For each dimension, found most basic distinctions made by a language.

I Divisions of scalar property: Number (Sg, Du, Tri, Pauc, Gr. Pauc, Pl)
I Irreducible orthogonal features: Inverse number (Corbett 2000:161)
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Universal Schema: Language-Independent Basis of
Features

I Features are defined language-independently.

I Example: Aspect defined using Klein’s (1994) system, relating time of
situation (TSit = { }) to topic time (TT = [ ]). Time of Utterance, TU = |

I

Imperfective —{—[—+++]+++}+++|++ ipfv
Perfective —[—{—]—+++}+++|++ pfv
Perfect —{—+++}+++[++]+|++ prf
Progressive —{—[—]+++}+++|++ prog
Prospective —[—]—{—+++}+++|++ prosp
Iterative ...[...{—+++}x1 ...{—+++}xn ...]...|... iter
Habitual ...[...{—+++}xn ...|...{—+++}xn∞ ...]... hab

I Tense defined similarly, relating TU to TT.

I Language-independent, typologically-informed definitions of features ensure
validity of cross-linguistic comparison.

I Universal Morphological Feature Schema does for morphology what
Universal Dependencies (Choi et al. 2015) do for syntax, but with
finer-grained features specifically for morphology.
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Universal Schema: Unique Dimensions

I Schema contains dimensions that are not marked by most other general
annotation frameworks.

I Evidentiality: Marks speaker’s source of information (direct, hearsay, etc.).

I Switch-Reference: Marks whether an NP in one clause is coreferential with
an NP in another clause.

I Information Structure: Marks information as presupposed (topic) or
non-presupposed (focus).

I Deixis: Marks distinctions in distance, speaker/addressee reference, visibility,
etc. in pronouns.

I Politeness: Typical informal/formal systems (Fr. tu/vous), addressee
honorifics (e.g. Japanese teineigo), bystander honorifics such as Pohnpeian’s
five levels of honorific speech, and register (e.g. French literary tenses).
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Universal Schema: Unique Features

I Number : Not only singular, dual, plural, but trial, paucal, greater
paucal, as well as greater plural and inverse.

I Person: 1st, 2nd, 3rd, as well as 0th (unspecified generic, ‘one’).

I Possession: Type of possession (alienable/inalienable) and detailed
characteristics of possessor (person, number, gender,
inclusive/exclusive, formal/informal).

I Case: Systematic local case features (as in Uralic and Northeast
Caucasian languages) informed by global typological survey by
Radkevich (2010).
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Universal Schema: Full Contents

Dimension Features

Aktionsart accmp, ach, acty, atel, dur, dyn, pct, semel, stat, tel
Animacy anim, hum, inan, nhum
Aspect hab, ipfv, iter, pfv, prf, prog, prosp
Case abl, abs, acc, all, ante, apprx, apud, at, avr, ben, circ, com, compv, dat, equ, erg, ess,

frml, gen, ins, in, inter, nom, noms, on, onhr, onvr, post, priv, prol, propr, prox, prp,
prt, rem, sub, term, vers, voc

Comparison ab, cmpr, eqt, rl, sprl
Definiteness def, indef, nspec, spec
Deixis abv, bel, dist, even, med, nvis, prox, ref1, ref2, rem, vis
Evidentiality assum, aud, drct, fh, hrsy, infer, nfh , nvsen, quot, rprt, sen
Finiteness fin, nfin
Gender+ bantu1-23, fem, masc, nakh1-8, neut
Info. Structure foc, top
Interrogativity decl, int
Mood adm, aunprp, auprp, cond, deb, imp, ind, inten, irr, lkly, oblig, opt, perm, pot, purp,

real, sbjv, sim
Number du, gpauc, grpl, invn, pauc, pl, sg, tri
Parts of Speech adj, adp, adv, art, aux, clf, comp, conj, det, intj, n, num, part, pro, v, v.cvb, v.msdr,

v.ptcp
Person 0, 1, 2, 3, 4, excl, incl, obv, prx
Polarity neg, pos
Politeness avoid, col, foreg, form, form.elev, form.humb, high, high.elev, high.supr, infm, lit, low,

pol
Possession aln, naln, pssd, psspno+
Switch-Reference cn-r-mn+, ds, dsadv, log, or, seqma, simma, ss, ssadv
Tense 1day, fut, hod, immed, prs, pst, rct, rmt
Valency ditr, imprs, intr, tr
Voice acfoc, act, agfoc, antip, appl, bfoc, caus, cfoc, dir, ifoc, inv, lfoc, mid, pass, pfoc,

recp, refl
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Example 1: Partial Turkish Noun Paradigm

Case Definiteness Number Possession Word Gloss

nom/acc indef sg ev ‘(a) house’

acc def sg evi ‘the house’

dat * sg eve ‘to a house’

ess * sg evde ‘in a house’

abl * sg evden ‘from a house’

gen * sg evin ‘of a house’

nom/acc indef sg pss1s evim ‘my house’ ←−
nom/acc indef sg pss2s evin ‘your house’

nom/acc indef sg pss3s evi ‘his/her/its house’

nom/acc indef sg pss1p evimiz ‘our house’

nom/acc indef sg pss2p eviniz ‘your (pl.) house’

nom/acc indef sg pss3p evleri ‘their house’

*Not all dimensions shown

I Can represent as triplets of lemma, inflected word, feature vector:
ev, evim, nom/acc;indef;sg;pss1s
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Example 2: Hausa ‘Completive’ Verb Paradigm

Aspect Tense Polarity Gender Person Number Word Gloss
prf * pos * 1 sg na tafi ‘I went, I

{have, had,
will have}
gone’

prf * pos masc 2 sg ka tafi ‘you (m.)
went’ (etc.)

prf * pos fem 2 sg kin tafi ‘you (f.) went’
prf * pos masc 3 sg ya tafi ‘he went’
prf * pos fem 3 sg ta tafi ‘she went’
prf * pos * 1 pl mun tafi ‘we went’
prf * pos * 2 pl kun tafi ‘you all went’
prf * pos * 3 pl sun tafi ‘they went’
prf * pos * 0 pl an tafi ‘one went’

*Not all dimensions shown

I Distinguishes the ‘zero person’: An unspecified, generic participant
(‘one’).
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Cross-Lingual Projection of Morphology

I Few-to-none tagged resources for many languages.

I Semantic information relevant to NLP tasks (switch-reference.
evidentiality, formality) not overtly marked in languages of interest -
e.g., English.

I Project tags from high-resource or highly-specified languages to
low-resource or underspecified languages.
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Cross-Lingual Projection of Morphology

How much noise should we expect from raw, direct cross-lingual projection
of morphological features?

I How often will languages that specify the same feature dimension
agree?

I Can a consensus of cross-lingual projections provide accurate
morphological labels?
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Procedure - Wiktionary Extraction and Mapping

I From Wiktionary, extract a database of inflected forms and assign
them feature vectors in our schema.

I Wiktionary is a broad-coverage cross-linguistic resource for
morphological paradigm data. It is intended to be human-readable,
rather than machine-readable, and lacks standardized layouts.
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Procedure - Wiktionary Extraction and Mapping

Lang: French, POS: Verb

Extracted feature vectors for inflected forms of 883,965 lemmas across
352+ languages in the English edition of Wiktionary. More details in
Sylak-Glassman et al. (2015 ACL).
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Procedure - Alignment-based Projection

I Use all N and V words in the NT of the NIV English bible as pivots.

I Using standard MT tools (Berkeley Aligner), align the English NT to
over 800 bibles.

I In Wiktionary, find a feature vector for each foreign word aligned to a
pivot. This left 1,683,086 translations covering 47 unique languages
across 18 language families.
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Example

Jesus        wept    

Иисус   заплакал

Jésus       lloró

Pivot (English):

Translation 1 (Spanish):

Translation 2 (Russian):

{IND;3;*;SG;PST;PFV;POS;...}

{IND;*;MASC;SG;PST;PFV;POS;...}

{PST,...}
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Agreement Results

I Average pairwise agreement under different genealogical language
similarity conditions.

Dimension Overall Different Family Same Family Same Language
Mood 0.89 0.82 0.95 0.99
Case 0.45 0.23 0.77 0.91

Gender 0.75 0.39 0.87 0.96
Number 0.79 0.74 0.88 0.96

Part of Speech 0.74 0.73 0.85 0.94
Person 0.87 0.82 0.93 0.97

Politeness 0.98 0.84 0.99 1.00
Tense 0.73 0.66 0.82 0.95
Voice 0.95 0.83 0.99 0.99

AVERAGE 0.79 0.67 0.89 0.96
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Evaluating Label Accuracy of Direct Projection

I Evaluate on Wiktionary data in Albanian and Latin.
I Also hold out one aligned language and compare to consensus feature

on rest.

Dimension Held-Out Albanian Latin
Case 0.50 0.57 0.81

Gender 0.76 0.74 0.44
Mood 0.91 N/A 0.96

Number 0.83 0.83 0.85
Part of Speech 0.83 0.86 0.59

Tense 0.79 0.84 0.65
Voice 0.95 N/A 0.84

AVERAGE 0.80 0.77 0.73

I The above is a measure of the noise associated with raw direct
projection.

I It serves as a baseline for feature accuracy before string and context
models.
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Conclusion

I Developed typologically-informed, language-independent, very
fine-grained morphological feature schema for inflectional morphology.

I Results of projection experiments and systematization of Wiktionary
data show that the morphological feature schema already achieves
good cross-linguistic coverage and functions well as an interlingua for
inflectional morphology.
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